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ABSTRACT 
 
To better understand and predict the boiling flow processes, accurate two-fluid numerical models are 

needed. One of the important goals of the NURESIM project is to assess and improve the simulation capability 
of the three-dimensional two-fluid codes for prediction of local boiling flow processes. The boiling flow is 
strongly affected by local mechanisms in the turbulent boundary layer near the heated wall. Since the 
computational grid of the 3D two-fluid models is too coarse to resolve the variable gradients in the near-wall 
region, the use of wall functions is a common approach to model the liquid velocity and temperature profile in 
adjacent to the heated wall. 

The main objective of this work was to develop the wall function model for the boiling boundary layer. The 
wall function model for momentum, based on the surface roughness analogy has been developed and 
implemented in the V1.0.6 version of the NEPTUNE_CFD code. The model has been validated on several 
upward boiling flow experiments, differing in the geometry and working fluid. The simulations with the new 
wall function model show an improved prediction of flow parameters in the boiling boundary layer. 
Furthermore, a generic wall function for the energy equation has been derived but at the present phase it was not 
yet implemented in the NEPTUNE_CFD code. 

 
1. INTRODUCTION 

 
The heat transfer and phase-change mechanisms in the subcooled flow boiling are governed mainly by local 

mechanisms in the boundary layer adjacent to the heated wall (bubble nucleation, bubble growth, sliding and 
detachment of bubbles, bubbles merging on the wall, rewetting after detachement, etc.). 

For computational simulations of realistic bubbly flows, the use of Eulerian two-fluid models is still the 
most appropriate.  Traditionally, two-fluid models employ eddy viscosity closure models (e.g. k-ε) to describe 
Reynolds stress in the liquid phase and rely on the single-phase logarithmic law of the wall as a near-wall 
boundary condition. The grid of the multidimensional two-fluid models is too coarse to resolve the variable 
gradients in the boundary layer therefore the use of wall functions is a common approach to describe the liquid 
velocity and temperature in the near-wall region. In the case of boiling boundary layer with high concentration of 
bubbles generated on the heated wall, the use of single-phase wall law fails to predict the velocity profile in the 
near-wall region. In the literature there are only a few boundary layer models for boiling flow, but these are more 
or less empirical wall functions, obtained by fitting the coefficients in the log-law equation to the experimental 
data (e.g. Roy and Zarate (2002)). Therefore a generic wall function, based on thermo-physical mechanisms of 
nucleate boiling is presented in this work. A wall function model based on the surface roughness analogy is 
proposed for the momentum equation. The increase of shear velocity due to bubble “surface roughness” also 
leads to the increased heat transfer coefficient in the single-phase heat flux component of the heat flux 
partitioning model. Here, only a derivation of an enhanced heat transfer coefficient influenced by enhanced two-
phase wall friction is presented. The new wall function for the momentum equation has been implemented in the 
V1.0.6 version of the NEPTUNE_CFD code.  
 
2. PHYSICAL MODEL IN THE NEPTUNE_CFD CODE 

 
The basic model of NEPTUNE_CFD is the classical six-equation two-fluid model together with k-ε 

transport equations used for modelling of the liquid phase turbulence (Lavieville et al., 2005). In boiling flow the 
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liquid phase is dominant and is treated as a continuous, whereas the vapor bubbles are modeled as a dispersed 
phase. The effect of bubble wakes on the liquid turbulence is taken into account by additional terms in k-ε 
transport equations. The interfacial transfer of momentum is modelled by interfacial forces per unit volume, 
which include drag force, added mass force and the non-drag forces (lift, turbulent dispersion force), which act 
perpendicularly to the flow direction. The interfacial heat and mass transfer due to condensation in the subcooled 
bulk flow was modeled by Ranz-Marshall correlation (Ranz and Marshall, 1952). Detailed description of mass 
and heat transfer models is given in the code theory manual (Lavieville et al., 2005). Here, only wall-to-fluid 
transfer models, relevant for computations of boiling flows are described. The version V.1.0.6 of the 
NEPTUNE_CFD code has been used in this work. 

 
2.1. Wall-to-fluid heat transfer at subcooled boiling 

 
To model wall-to-fluid heat transfer at subcooled flow boiling a two-step approach is used in the 

NEPTUNE_CFD code. The two steps include calculation of the condition for boiling incipience in terms of 
critical wall superheat (see Lavieville et al., 2005) and calculation of heat flux partitioning. To describe wall-to-
fluid heat transfer an approach of Kurul and Podowski (1990) is adopted, which splits the total wall heat flux 
into three components: 

EQCw Φ+Φ+Φ=Φ 1 , (1) 
 

where denotes the single-phase convection heat flux to the liquid, 1CΦ QΦ  denotes quenching heat flux that 

transfers cold liquid from the bulk flow to the wall periodically and EΦ is the heat flux component needed to 
generate vapor bubbles. Heat flux components are calculated as follows: 
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The wall surface area per unit volume is split into two parts: an area influenced by nucleating bubbles AQ and a 
“single-phase convection” area AC unaffected by the bubbles. They are related by expression AQ + AC = 1. 
Parameters in equations (2) to (4) are the following: hlog is heat transfer coefficient in thermal boundary layer, τQ 
is the quenching period between the bubble departure and beginning of the growth of a subsequent one, f is 
bubble departure frequency, 1λ is liquid thermal conductivity, al is the liquid thermal diffusivity, dbw is maximum 
bubble diameter at departure, Na is density of active nucleation sites and hlg is latent heat for evaporation.  The 
correlations used to calculate these parameters are described in the code manual (Lavieville et al., 2005) and in 
our previous references (Koncar, 2007b). Bubble departure diameter is calculated by the extended Unal model.  

In Eqs. (2) and (3),  denotes a characteristic liquid temperature in the turbulent boundary layer. In the 
previous version of the NEPTUNE_CFD the liquid temperature in the centre of the near-wall cell was adopted. 
To obtain the grid independent solution, the temperature  is calculated from the analytical profile of the two-

phase temperature wall function at the given non-dimensional distance from the wall . Taking into account 
the self-similarity of non-dimensional temperature profiles at different y+, the temperature  reads: 
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where subscript FC denotes the first near-wall cell and δ given distance from the wall. 
Similar approach is adopted also for characteristic velocity , which appears in Unal correlation (Unal, 

1976) for bubble departure diameter dbw: 
δu

,
)(
)(

,FCl
FC

u
yu
yu

u ++

++

=
δ

δ  (6) 

 
To define a fixed location in the turbulent boundary layer, a constant value of y+=250 was used in the 

present study. This model has already been included in the CFX code (Wintterle et al., 2005; Koncar et al., 
2007a) and recently also in the NEPTUNE_CFD code (Vyskocil and Macek, 2007). It should be noted that this 
approach is valid only if near-wall cells remain in log region of the boundary layer (30 < y+ ≤ 300). 

 
3. WALL FUNCTIONS FOR BOILING FLOW 

 
Wall functions use empirical laws to overcome the inability of the k–ε model to predict a logarithmic 

velocity profile near a wall. With these laws it is possible to express the mean velocity parallel to the wall and 
turbulence quantities outside the viscous sublayer in terms of the distance to the wall and wall conditions such as 
wall shear stress, pressure gradient and wall heat transfer. In this study only the wall functions used to provide 
near-wall boundary conditions for the momentum and turbulence transport equations are considered. The state-
of-the-art CFD codes rely on the standard single-phase wall functions to model the two-phase boundary layer. At 
subcooled flow boiling, the liquid velocity profile in the boiling boundary layer is significantly disturbed by the 
bubble formation and detachment mechanisms on the heated wall. In our previous work (Končar et al., 2005a, 
Končar et al., 2005b) and in the work of other researchers (Lee et al., 2002; Morel et al., 2005) an over-
prediction of liquid and gas velocity distributions in the boiling boundary region has been reported. The use of 
single-phase log-law was recognized to be one of the main reasons for discrepancy. 

In our previous work (Končar, 2007b), two different wall function models have been implemented (in CFX-
4) and compared: one for non-boiling bubbly flow (Troshko and Hassan, 2001) and the other for boiling flow, 
which treats the bubbles as an artificial surface roughness (Ramstorfer et al., 2005). The approach of Troshko 
and Hassan (2001) depends on void fraction as a key input parameter, but it cannot be easily extended to the case 
of subcooled boiling flow. It was shown that the surface roughness analogy is a good solution to mimic the effect 
of nucleating bubbles on the liquid turbulence in the boundary layer. 

 
3.1. Model of artificial surface roughness due to bubble nucleation 

 
Surface roughness analogy for modelling of boiling boundary layer has been first used by Ramstorfer et al. 

(2005). The main idea of the new wall function is that nucleating bubbles on the wall disturb the boundary layer 
flow in a similar way as the surface roughness. As a basis, a logarithmic law for turbulent flows over rough walls 
is used 

+++ ∆−+= uByu )ln(1
κ

. (7) 

 
where velocity  and distance from the wall  are written in non-dimensional wall 
units scaled by wall friction velocity 

wt uuu /=+
lwl yuy µρ /∆=+

lwwu ρτ /=  (τw is the wall shear stress). Here  is the known velocity 
tangential to the wall and  is the distance from the wall. Coefficients κ and B are standard single-phase 
constants with the values of 0.41 and 5.3, respectively. The last term in Eq. (7) represents the offset of u+ due to 
the wall roughness:  
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where Ckr is a roughness constant, which depends on the type of roughness (Cr=0.5 for sand-grain roughness) 
and  is the roughness Reynolds number: +
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The quantity represents the physical roughness height of the surface. For  rk +
rk ≤11.3, the wall is considered to 

be smooth, otherwise the wall is treated as rough. Although Ramstorfer and co-workers (2005) have studied the 
flow boiling in a horizontal channel this type of log-law may be applied to all boiling flows where the flow 
motion along the wall is dominant. The model assumes that for boiling on the heated surface the roughness 
height can be represented by a functional dependence on the bubble departure diameter dbw and the contribution 
of nucleate boiling heat flux  to the total heat flux nbΦ wΦ : 
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In this study, bubble departure diameter is calculated according to the extended Unal model (Lavieville et al., 
2005). The ratio of the nucleate boiling component to the total heat flux wnb ΦΦ /  takes into account the 
thickening of the boiling boundary layer with increasing boiling activity. The coefficients η and ζ in Eq. (10) are 
empirical parameters set to the values η =0.5 and ζ =0.174 for the purpose of this study. The proposed “boiling” 
law of the wall is implemented in the NEPTUNE_CFD code in the form of blended linear-logarithmic wall 
function as follows: 
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When implementing the wall function model into the computer code, somewhat different scaling parameters 

need to be defined. For example, Eq. (8) becomes singular if ut approaches zero. That may occur at separation 
points in boundary layer. Therefore in the logarithmic region, an alternative scaling parameter, u*, which is 
defined by the means of turbulent kinetic energy kl can be used instead: 

2/14/1* lkcu µ= , (12) 
 
This parameter doesn’t go to zero with ut, as in turbulent flows kl is never completely zero. The scaled distance 
from the wall is then 

ll yuy µρ /** ∆= . (13) 
 
Based on this definition the wall shear velocity and the wall shear stress wu wτ can be calculated as  
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From shear velocity, near-wall values for momentum equations can be calculated.  The new wall function was 
implemented into the code NEPTUNE_CFD V.1.0.6.  

 
3.2. Influence of two-phase wall friction on the heat transfer in wall boiling model 
 

The wall-to-fluid heat transfer in boiling flows may be influenced by enhanced two-phase wall friction. The 
shear velocity may influence the wall-to-fluid heat transfer in terms of enhanced heat transfer coefficient of the 
convective component  of the wall heat flux. To describe the enhancement of the convective heat flux 
component in the boiling flow, the Colburn analogy between the wall heat transfer and the wall shear velocity 
can be used: 
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where  is the convective heat flux component for boiling flow, whereas phC 2,1Φ phC 1,1Φ is the convective heat 

flux in the single-phase flow. If available, the ratio (  /  ) may be determined from the experimental 
data by relating the measured wall shear velocities for the boiling two-phase flow to those measured in the 
corresponding bubble-free single-phase flow. Otherwise, the ratio (  /  ) can be calculated by relating 
the corresponding wall functions: 
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The two-phase wall function for boiling flow (Eq. 14) is in the denominator of Eq. (24), whereas the expression 
in the numerator represents the single-phase log-law. The Eq. (9) for convective heat flux can be rewritten in 
terms of enhanced convective heat transfer due to the increased two-phase wall shear velocity: 
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 The heat transfer coefficient for single-phase convection hlog is given by: 
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where  is the single-phase shear velocity and  is a non-dimensional liquid temperature in the single-

phase thermal boundary layer. The analytical expression for the single-phase temperature wall function  is 
given in the paper of Morel (2005) and is already used in the NEPTUNE_CFD code. Here, merely a derivation 
of the enhanced convective heat flux is presented, but it has not yet been implemented into the NEPTUNE_CFD 
code.  
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4. RESULTS 
 

Three sets of experimental data from the literature were used to validate the boiling model of the 
NEPTUNE_CFD code. Arizona State University (ASU) experiments and Korean Atomic Energy Institute 
(KAERI) experiments were both performed in an annular vertical channel, whereas DEBORA experiments 
(performed at CEA) were performed in a vertical pipe. Furthermore, different working fluids have been used in 
different experimental facilities. In ASU experimental facility the refrigerant R-113 is used, DEBORA facility 

 
 

5



uses R-12, while water at the low pressure (up to 2 bar) is used in KAERI test section. Density ratios and other 
scaling numbers are therefore different. 

 
4.1. Experimental data 

 
The measurement section of the ASU experimental facility (Roy et al., 2002) consists of a vertical annular 

channel with a heated inner tube outer diameter of 15.8 mm and insulated outer tube with inner diameter of 
38.02 mm. The total length of the annulus is 3.66 m and the 2.75 m long upper part of the inner tube is heated by 
the direct current. The 0.91 m long lower part of the annulus is not heated. The local measurements of 
transversal profiles of void fraction, phase velocities, velocity fluctuations and liquid temperature were 
performed at a single axial location 1.99 m downstream from the beginning of the heated section. The 
measurement probes and measurement techniques used in ASU experiments are described in the original paper 
of Roy et al. (2002). 

The second set of experiments in KAERI facility was performed by Lee et al. (2002). The vertical annular 
test channel in KAERI facility is 2.376 m long with a heated inner tube. The 1.67 m long inner tube with outer 
diameter of 19 mm is composed of a heated section with copper electrodes at both ends of the heated section. 
The outer tube consists of two stainless steel tubes of 37.5 mm inner diameter, which are connected below the 
measuring plane by a transparent 50 mm long glass tube. Local measurements of void fraction, phase velocities 
and bubble size over the channel cross-section were performed 1.61 m downstream from the beginning of the 
heated section. The temperature and absolute pressure were measured at the inlet.  

The DEBORA experiments were carried out in vertical pipe test section at CEA (Morel, 2003; Garnier, 
2006). The refrigerant R-12 has been adopted as the working fluid to simulate the Pressurized Water Reactor 
(PWR) conditions under low pressure. The fluid flows upwards inside a vertical pipe having an internal diameter 
equal to 19.2 mm. The whole pipe can be divided axially into three parts: the adiabatic inlet section (1m length), 
the heated section (3.5m length) and the adiabatic outlet section (≈0.5m length). At the end of the heated section, 
the radial profiles of void fraction, gas velocity and bubble diameter have been measured by means of an optical 
probe. ASU, KAERI and DEBORA experimental conditions are presented in Table 1. 

 

Table 1 ASU (Roy, 2002), KAERI (Lee, 2002) and DEBORA  (Morel, 2003; Garnier, 2006) 
experimental conditions 

Exp. 
Facility Exp. No. Working 

fluid 
pm.p.  
(bar) 

qw  
(kW/m2) 

G 
(kg/m2s) 

Tsat 

 (oC) 
Tinlet 

 (oC) 
tp1 R-113 2.69 95 568 80.5 42.7 ASU  

 tp6 R-113 2.69 116 784 80.5 50.2 
Lee 1 Water 1.15 169.76 478.14 103.5 83.9 KAERI 

 Lee 3 Water 1.30 114.78 476.96 107.1 95.6 
DEB1 R-12 26.15 73.89 2064 86.65 68.52 DEBORA 
DEB2 R-12 30.06 58.26 1007.4 94.14 58.39 

 
4.2. Grid refinement analysis on ASU experiment 

The ASU experiment tp6 was selected to evaluate the grid sensitivity of the NEPTUNE_CFD simulations 
with the new velocity wall function. Three different 2D equidistant grids were tested (10x110, 20x220, 30x220), 
where the lower number denotes the number of cells in radial direction and the higher number denotes the 
number of cells in the stream-wise direction. The y+ values of the near-wall points at the measuring location (2.9 
m) lie in the turbulent boundary layer for all grids. Simulations of void fraction, liquid velocity and liquid 
temperature for three different grids are presented in Figure 1. On the coarse grid, NEPTUNE_CFD predicts 
significantly different values of all variables in the near-wall region than for both finer grids. Discrepancy 
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between both finer grids can be considered as negligible, therefore the “medium size” grid 20 by 220 was used 
for further computations.   
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Figure 1: Grid sensitivity – with new wall function model 
4.3. Validation against experiments 

 
In Figures 2 to 6 the effect of boundary layer model is analysed. Experimental cases from Table I were 

simulated. The calculations were performed with the version 1.0.6 of the NEPTUNE_CFD code. The 
calculations differ in wall function models. The “base” calculation uses standard single-phase law of the wall, 
whereas “Wall func” calculation uses modified wall function model as described by Eq. (14). Other models, 
described in section 2 are the same for both calculations. 

Radial void fraction profiles are shown in Figure 2. For the two ASU cases, the “wall func” simulation 
predicts somewhat higher void fraction and broader two-phase region comparing to the base calculation, but the 
agreement with experimental data is very good. In the case of KAERI experiments, the predicted two-phase 
regions are much narrower than experimental ones and the void fraction peak is higher. The turbulent dispersion 
force at KAERI experiments is too low, which results in a too weak diffusion of bubbles towards the centre of 
the channel and their accumulation on the wall. A constant value of turbulent dispersion coefficient CTD= 1 
seems to be too low for water boiling flow at KAERI experiments. The agreement of void fraction profiles is 
acceptable for DEBORA experiments – the void fraction profile is more gradual in the case of modified wall 
function model.  

The calculation of stream-wise gas velocity depends on the model for interfacial drag and interfacial area 
density (e.g. bubble size) whereas the stream-wise liquid velocity profile in the wall boundary layer mainly 
depends on the wall friction, determined by the velocity wall function. Other influencing parameters are non-
drag forces. The liquid and gas stream-wise velocities are compared in Figures 3 and 4. The “base” calculation 
significantly over-predicts measured liquid and gas velocities for both ASU cases. In the case of KAERI 
experiments, “base” liquid velocities are slightly under-predicted, but “base” gas velocities show high over-
prediction. This may be to a large extent attributed to the over-prediction of void fraction.  For DEBORA 
experiments only gas velocities were measured. In general, the calculation with the new wall function model 
improved the correspondence with the measured velocities near the wall. In the case of annular geometry (ASU 
and KAERI facilities), liquid velocity adjacent to the wall is decreased and gets closer to the measured data, 
whereas the over-prediction somewhat away from the wall is still notable. Due to the coupling through the 
interfacial drag a similar trend of decreased velocity near the heated wall may be observed also for the gas phase 
(Figure 4). For the pipe flow (DEBORA), the gas velocity profile shifts from wall-peaked to central-peaked 
which is in accordance with the measured gas velocity profile. 

Turbulent kinetic energy profiles are presented in Figure 5. Measured values are available only for ASU 
experiments. ASU experiments show that turbulent kinetic energy is the highest in the boiling region near the 
inner wall and then rapidly decreases towards centre of the channel. This trend was not adequately reproduced 
by the “base” calculation, where kl profile tends to be more gradual. As may be observed also for other simulated 
cases, the “wall func” calculation produced more turbulent kinetic energy in the near-wall region than the “base” 
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calculation. The liquid temperature profiles are compared in Figure 6. Liquid temperatures were measured for 
both ASU experiments and for the first DEBORA experiment. A good agreement for ASU experiments has been 
achieved for both calculations. The temperature profile for DEB1 case is very close to saturation temperature. 
Also here, a reasonable agreement between both calculations and experiment (± 2 oC) is demonstrated.  
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Figure 2: Void fraction profile 
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Figure 3: Liquid velocity profile 
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Figure 4: Gas velocity profile 
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Figure 5: Turbulent kinetic energy profile 
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Figure 6: Liquid temperature 
 
To check the validity of wall boiling model, the distribution of wall boiling parameters is presented in 

Figure 7. Figure 7a shows the evolution of the calculated heat flux components along the heated channel for the 
ASU tp6 experiment. Although the subcooling is relatively high (~30oC), the applied heat flux is high enough to 
initiate boiling already at the beginning of the heated section. The single-phase convection heat flux decreases 
rapidly, while quenching and evaporation heat fluxes increase. When convective heat flux disappears a partially 
developed boiling changes to fully developed boiling, where the heated surface is completely covered by 
nucleating bubbles. In the fully developed boiling regime the evaporation heat flux continues to increase, while 
the quenching heat flux decreases.  The evolution of bubble departure diameter along the heated wall is shown in 
Figure 7b. The bubble departure diameter increases along the channel due to decreased subcooling and reached 
maximum value of 0.6 mm at the end of the channel. The wall temperature and saturation temperature are shown 
in the same figure. Due to pressure drop in a long narrow annulus the saturation and wall temperature decrease 
of about 4oC over the channel length can be observed. The calculated shear velocity is shown in Figure 7c. It can 
be noted that the shear velocity increases with evolution of boiling flow.  
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Figure 7 Axial evolutions of wall heat flux components (a), wall temperature and bubble 

departure diameter (b), shear velocity (c) 
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5. CONCLUSIONS AND OUTLOOK FOR FUTURE WORK 
 
The capability of the NEPTUNE_CFD V.1.0.6 code to simulate local boiling flow processes has been 

assessed. Boiling flow experiments from Arizona State University (ASU), Korean Atomic Energy Institute 
(KAERI) and from DEBORA facility (CEA, France) were used as an experimental benchmark data sets. 
Experiments differ in geometry, working fluids and boundary conditions. 

The sensitivity analysis to the near-wall modelling of velocity has been performed. The use of wall 
functions is a common approach to overcome the inability of the k–ε model to predict a turbulent velocity profile 
near the wall. It has been shown that the standard single-phase wall function cannot be straightforwardly applied 
for prediction of the velocity profile in the boiling boundary layer, which is characterized by a high 
concentration of bubbles nucleating at the wall. To improve the prediction of phase velocities in the near-wall 
region a two-phase wall law for momentum equation based on the bubble-equivalent surface roughness has been 
proposed and implemented into the NEPTUNE_CFD V1.0.6 code. In general, the simulations with the new wall 
function model show an improved prediction of flow parameters in the boiling boundary layer, but overestimate 
the turbulent kinetic energy in the boiling region (ASU experiments in annulus). The liquid velocity predictions 
were improved adjacent to the heated wall, while the values somewhat away from the wall still over-predict 
experimental data, forming a peaked velocity profile. For the pipe flow (DEBORA), the gas velocity profile 
shifts from wall-peaked to central-peaked which is in accordance with the measured gas velocity profile. 
Presented analyses have shown that the implemented velocity wall function gives better predictions of 
experimental data and contributes to better understanding of wall-to-fluid transfer mechanisms at boiling flow. 
Still, the remaining experimental needs and outlook for further research are the following: 
- Measured values of shear velocity or shear stress in experiments are not known. Experimental data, 

which would enable reliable estimation of wall shear stress at boiling flows are needed. Beside 
velocity and temperature profiles, at least pressure drop over the test section should be measured. 

- The scaling shear velocity depends on turbulent kinetic energy kl. This is good for computational 
purposes, but it may cause over-prediction of kl due to the feed-back effect. A better approach would 
be to calculate shear velocity independently from kl. 

- A peaked shape of liquid velocity profile in the near-wall region has been observed when the new wall 
function model was used. This peak may be affected either by the lift force or by the modelling of the 
dissipation rate (ε) production term of k-ε equations. Sensitivity analyses of the lift force have shown that the 
effect of the lift force is negligible. For future research different modelling approaches of ε production term 
should be analysed to estimate its effect on liquid velocity and turbulent kinetic energy profiles.  

- In this study, a formulation of enhanced convective heat flux has been proposed, which takes into account the 
enhancement of the convective heat transfer due to the increased two-phase wall friction, but it has not yet 
been incorporated into the CFD code. Near-future work envisages incorporation of this model into the 
NEPTUNE_CFD code. 
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