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Abstract 
 
This paper presents simulations of the convective boiling flow performed with NEPTUNE_CFD and 
FLUENT codes. The DEBORA experiments carried out at CEA Grenoble were used as an 
experimental data set. In these experiments, freon R12 flows upwards inside a vertical pipe. Radial 
profiles of the flow variables are measured at the end of the heated section. Seven DEBORA cases 
were selected for simulation. 
 NEPTUNE_CFD code was used without modifications because it contains all necessary 
models. In FLUENT, an important part of the models has been implemented by programming in User 
Defined Functions. The comparison of the radial profiles of void fraction, liquid temperature, gas 
velocity and mean bubble diameter at the end of the heated section shows that both codes can provide 
reasonable results in boiling conditions. 
 The presented work was carried out within the 6th Framework EC NURESIM project. 
NEPTUNE_CFD code is implemented in the NURESIM platform. 

1. INTRODUCTION 

The convective subcooled boiling occurs when the heated walls are superheated while the liquid bulk 
is subcooled at a given operating pressure. Such a regime may occur in Pressurized Water and Boiling 
Water Reactors. This phenomenon can be predicted by the mechanistic boiling model of Kurul and 
Podowski (1990) developed at Rensselaer Polytechnic Institute. This model is implemented in 
NEPTUNE CFD code (Lavieville, 2005a,b). A similar boiling model was implemented in CFD code 
FLUENT 6 (ref. FLUENT, 2003) by programming in User Defined Functions. These two codes were 
used to simulate the two-phase boiling flow. The DEBORA experiments (Manon, 2000; Garnier, 
2001; Bestion 2006) carried out at CEA Grenoble were used as an experimental data set. 
 This paper is organized as follows: chapter 2 deals with the boiling model, as implemented in 
FLUENT; in chapter 3, selected DEBORA experimental cases are presented; chapter 4 describes 
solver settings used in NEPTUNE_CFD and FLUENT calculations. The numerical results and a 
comparison with the experimental data are shown in Chapter 5. 

2. NUCLEATE BOILING MODEL 

This chapter describes the boiling model, which was implemented in FLUENT 6 code using User 
Defined Functions. The aim of the presented model is to simulate the onset of nucleate boiling, 
partitioning of wall heat flux and interfacial liquid-vapour heat, momentum and mass transfer. A very 
similar boiling model is included in NEPTUNE_CFD code. 

The nucleate boiling model was developed for the application in the Eulerian multiphase model. 
Two phases are modelled: the primary phase is liquid and the secondary is vapour bubbles. The same 
pressure is shared by the two phases. Continuity, momentum and energy equations are solved for each 
phase. The realizable k-ε turbulence models apply to the individual phases. The distribution of the 
mean bubble diameter in the flow is modelled using a one-group interfacial area transport equation. 

2.1 Onset of Nucleate Boiling 

When the wall becomes superheated, vapour bubbles can form even when the core liquid is still sub-
cooled. The position where the first bubbles occur at the wall is denoted as the onset of nucleate 
boiling. In our calculations, Hsu’s criterion is used to determine this position (Lavieville, 2005b). 
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According to this criterion, a bubble will grow from a vapour embryo occupying a cavity in the wall if 
the liquid temperature at the tip of the embryo is at least equal to the saturation temperature 
corresponding to the bubble pressure. 

2.2 Wall Heat Flux Partitioning Model 

The heat flux partitioning model of Kurul and Podowski (1990) (see also Yao, Morel 2004) has the 
following structure: 
Downstream of the onset of nucleate boiling, the wall heat flux qwall is split into three parts: 

[ ]2/mWqqqq eqfwall ++=   (1) 

The first part is the single-phase heat transfer (convective heat flux): 

( )lwallwallfcnf TTAq −= α1   (2) 

21 1 AA −=   (3) 

A1 is the fraction of the wall surface influenced by liquid, fraction A2 is influenced by vapour bubbles 
formed on the wall, Tl is the liquid temperature at the centre of the wall adjacent cell, αwallfcn is the wall 
heat transfer coefficient calculated from the temperature wall function. 
 
The quenching part qq of the heat flux qwall is transported by the transient conduction during the time 
period between the bubble departure and the next bubble formation at the same nucleation site.  

( )lwallquenchq TTAq −= α2   (4) 

αquench is the quenching heat transfer coefficient (17). 
The heat flux qe is spent for evaporation of the liquid: 

latee Hmq &=   (5) 

em&  is the evaporation mass transfer per unit wall area (15), Hlat is latent heat. 

The model assumes that the diameter of the area influenced by a single bubble is as large as the bubble 
departure diameter dw: 
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n is the active nucleation site density. 
 
Active nucleation site density is correlated to the wall superheat: 
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Bubble departure diameter dw is calculated from Ünal correlation (Ünal, 1976): 
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where p is pressure [Pa], 
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as is thermal diffusivity and λs is the thermal conductivity of the solid wall 
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lU is the liquid velocity magnitude at the wall adjacent cell 
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When Tl>Tsat, bulk boiling is initiated. 
 

In order to calculate the evaporation rate em& , the bubble detachment frequency f is determined from 

the following equation: 
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The evaporation rate is the product of bubble mass, detachment frequency and the active nucleation 
site density:  






⋅⋅
⋅

=
sm

kg
nf

d
m v

w
e 2

3

6
ρπ

&   (15) 

The quenching heat transfer coefficient αquench depends on the waiting time between the bubble 
departure and the next bubble formation. This waiting time tw is fixed to the bubble detachment 
period: 
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where al is the thermal diffusivity of the liquid. 
 
The presented system of equations (1) – (17) is closed, but it cannot be solved explicitly. The 
numerical method of bisectors (Neustupa, 1995) is used to solve this system. 

2.3 Interfacial Momentum Transfer 

The interfacial momentum transfer can be divided into four parts: drag, virtual mass force, lift and 
turbulent dispersion (Lance, Lopez de Bertodano, 1994, Yao, Morel 2002, 2004). 
 
The interfacial drag force is calculated as: 
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db is the Sauter mean bubble diameter calculated from the interfacial area transport equation, 
the drag coefficient cD is given by Ishii (1979). 
 
The lift force is calculated as: 
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The lift coefficient cL is calculated from the correlation proposed by Moraga (1999). In this 
correlation, the lift coefficient is calculated from the product of the bubble Reynolds number and the 
bubble shear Reynolds number. 
The lift coefficient combines the action of the two opposing forces:  

1. the classical aerodynamic lift force that results from interaction between the bubble and the 
liquid shear – positive influence on cL. 

2. the interaction between the bubble and vortices shed by the bubble wake – negative influence 
on cL 
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The virtual mass force is given by: 
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The virtual mass force coefficient is cVM = 0.5. 
 
The turbulent dispersion force is given by: 

vllTD

TD

vl
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lv kcMM αρ ∇⋅⋅⋅−=−=   (21) 

The turbulent dispersion coefficient is set to cTD = 1 (Troshko 2003, 2007). kl is the turbulence kinetic 
energy of the liquid.  

2.4 Interfacial Heat Transfer 

Interface to liquid heat transfer (used from Yao 2002): 

( ) [ ]3/mWTTahQ lsatilili −⋅=   (22) 

The heat transfer coefficient hli is: 
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db is the Sauter mean bubble diameter. 
 
The volumetric interfacial area ai is given by: 
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In the case of condensation (Ja<0), the Nusselt number Nu is calculated from: 

33.05.0 PrRe6.02 +=Nu   (25) 
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Pr is the Prandtl number of the liquid, Vrel is the magnitude of the relative velocity between phases, νl 
is the kinematic viscosity of the liquid. 
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In the case of evaporation the Nusselt number is given by: 
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al is the liquid thermal diffusivity. 
 
 

Interface to vapour heat transfer: 

Interface to vapour heat transfer is calculated using the “time-step return to saturation” method. It is 
assumed that the vapour retains the saturation temperature by rapid evaporation/condensation. 
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δt is the time step, cP,v is the isobaric heat capacity of the vapour. 
The interfacial mass transfer depends directly on the interfacial heat transfer. 
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2.5 Interfacial Area Transport 

The Sauter mean bubble diameter distribution in flow was calculated from the interfacial area 
concentration. One group interfacial area concentration equation with models for coalescence and 
break-up (Yao and Morel, 2004; Morel, Yao, Bestion, 2003, Morel 2007) is used to describe the 
evolution of the interfacial area concentration. A user-defined scalar equation is used to model the 
transport of the interfacial area in FLUENT.  

3. SELECTED DEBORA TEST CASES 

The boiling model was tested against DEBORA experiments carried out at the CEA (Manon, 2000; 
Garnier, 2001). 
 The DEBORA experiment is a vertical heated pipe with Freon R12 flowing upwards. At the tube 
inlet, R12 is a subcooled liquid. The refrigerant is heated as it flows upwards and vapour bubbles are 
created on the wall surface. These bubbles break away from the wall and are dispersed in the turbulent 
flow. The bubbles condense partly in the core region of the tube. The internal diameter of the pipe is 
19.2mm. The whole pipe can be divided into three sections: the inlet adiabatic section – 1m long, the 
heated section – 3.5m long and the outlet adiabatic section 0.5m long. The void fraction, vapour 
velocity, the mean bubble diameter and interfacial area profiles were measured at the end of the heated 
section. Unfortunately, in this test series liquid temperature profiles were not measured.  
 

Table 1: Selected DEBORA test cases 
Case Test pressure mass flux qw Tinlet Tsat xeq 
No.   bar kg/m2/s W/m2 °C °C - 
1 29G1P30W12Te52.7_1 30.06 1006.8 58260 52.97 94.136 -0.0973 
2 29G1P30W12Te58.4_1 30.06 1007.4 58260 58.39 94.136 -0.0197 
3 29G1P30W12Te63.6_2 30.06 999.5 58260 63.43 94.136 0.0585 
4 29G1P30W12Te68.1_1 30.08 1005 58260 67.89 94.136 0.1218 
5 29G1P30W12Te70.4_1 30.07 1004.8 58260 70.14 94.136 0.1563 
6 29G1P30W12Te72.9_1 30.07 1004.8 58260 72.65 94.136 0.1953 
7 29G1P30W12Te74_1 30.06 994.9 58260 73.7 94.136 0.2173 

 
qw is the wall heat flux, xeq is the outlet equilibrium vapour quality. 

4. CALCULATIONS IN NEPTUNE AND FLUENT 

4.1 NEPTUNE Solver Settings 

Turbulence: “k-epsilon liq” model for liquid, laminar flow of vapour. 
 
Interface momentum transfer: drag by Ishii, added mass by Zuber, no lift (lift force caused 
convergence troubles) 
 
The turbulent dispersion force is based on the void fraction gradient – see eq. (21), the turbulent 
dispersion coefficient was set to cTD=2.5. This value was taken from ref. Yao (2002), note that this is a 
different value than that used in FLUENT calculations (cDT = 1). If cDT = 2.5 is used in FLUENT it 
spoils the results – it overestimates mixing. On the other hand, if cDT = 1 is used in NEPTUNE, it 
provides insufficient mixing. 
 
Wall-fluid heat transfer: Grenoble models (no superheating of the vapour, same models as in chapter 
2.2) 
 
Interface heat transfer: Grenoble models for liquid and vapour (same models as in chapter 2.4) 
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Physical properties of fluid R12: CATHARE tables.  
The particle diameter was calculated from the interfacial area concentration, Yao (2002) model was 
used for coalescence and fragmentation. 
 
NEPTUNE version: 1.0.5 

4.2 FLUENT Solver Settings 

Models used in FLUENT calculations were described in chapter 2. 
 
Solver: segregated, 1st order implicit unsteady formulation, Eulerian multiphase model. 
 

Turbulence: realizable k-epsilon model solved per phase 
 

Discretisation: second-order upwind for convection terms in all equations except for the user defined 
scalar, user-defined scalar equation: first order upwind (used for calculating the interfacial area) 
 
Physical properties of fluid R12: piecewise-linear profiles based on NIST Chemistry WebBook. 
 
FLUENT version 6.1.22 
 

4.3 Main Differences Between NEPTUNE and FLUENT Calculations 

• turbulence models 
• lift force 
• turbulent dispersion coefficient 
• physical properties of fluid R12 

4.4 Computational Grid 

The case is axisymmetric, a 10° wedge confined with symmetry cutting planes is used to model the 
pipe.  
 
Grid Resolution: 
radius:  14 intervals  
axial direction: 200 intervals - inlet section (1m long) 
                    700 intervals - heated section (3.5m long) 
                         100 intervals - outlet section (0.5m long) 
 
Wedge cells in the centre of the pipe are included in the grid for FLUENT (Fig. 1), while in 
NEPTUNE they had to be omitted and replaced with a small symmetry cutting plane (because of 
convergence troubles). 
 

 

Fig. 1 Computational Grid 

Note: A grid independence test was performed – see chapter 5.2. 
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5. RESULTS 

The following figures show the radial profiles at the end of the heated section. 

  

  

Fig. 2 Results: Case 1 – Tin = 52.97°C, xeq = -0.0973 

Note: Diameter Dg corresponds to an equivalent two-phase flow (keeping the bubble centre density and the 
interfacial area density) where all the bubbles are assumed to have the same diameter, see Manon (2000). 
 

  

  

Fig. 3 Results: Case 2 – Tin = 58.39°C, xeq = -0.0197 
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Fig. 4 Results: Case 3 – Tin = 63.43°C, xeq = 0.0585 

 
 

  

  

Fig. 5 Results: Case 4 – Tin = 67.89°C, xeq = 0.1218 
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Fig. 6 Results: Case 5 – Tin = 70.14°C, xeq = 0.1563 

 
 

  

  

Fig. 7 Results: Case 6 – Tin = 72.65°C, xeq = 0.1953 
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Fig. 8 Results: Case 7 – Tin = 73.7°C, xeq = 0.2173 (close to DNB) 

 

5.1 Problem – overestimated bubble diameter in FLUENT calculations 

The turbulence model in FLUENT provides a lower epsilon in the core of the flow than NEPTUNE. 
The coalescence and break-up terms in Yao’s interfacial area transport model depend on epsilon. A 
lower epsilon causes exaggerated coalescence and decrease of break-up in the duct centre, which in 
turn leads to overestimated bubble diameter. This problem can be seen in Fig. 5 - Fig. 8. 
 
Attempt to solve this problem in FLUENT: 

The coalescence and break-up terms use the function max(epsilon,0.13m2/s3) instead of epsilon. 
 
The following figures compare the results obtained with this modification and without this 
modification. 
 

  

Fig. 9 Results - Case 7: modification of the coalescence and break-up model in FLUENT can 

provide more realistic values of bubble diameter in the duct centre 

The influence of this modification on the liquid temperature and vapour velocity profile is not so 
marked. 
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5.2 Grid Independence Test  

  

  

Fig. 10 Case 4 – FLUENT: grid independence test 

From the above figure it can be seen that the original grid is fine enough and grid refinement does not 
improve the results of FLUENT calculations. Grid independence was also tested in NEPTUNE with 
the same conclusion. 
Note: The modified coalescence and break-up model from the previous page was used in these 
calculations. 

6. CONCLUSIONS 

The capability of CFD codes to simulate convective boiling flow in a vertical tube has been 
demonstrated. Seven DEBORA tests have been simulated with NEPTUNE_CFD and FLUENT codes. 
In these cases, the equilibrium outlet vapour quality ranges from –0.0973 to +0.2173 (close to DNB). 
The interfacial area transport was modelled in both codes. The main differences in the modelling used 
with the two codes were as follows: turbulence models, the turbulent dispersion coefficient, lift force 
and the physical properties of fluid R12. An important part of the models has been implemented in 
FLUENT by programming in User Defined Functions. 

FLUENT and NEPTUNE CFD codes provided comparable results. Reasonable agreement 
with experimental data was obtained. 

In tests with a higher inlet temperature NEPTUNE overestimates the void fraction in the core 
of the flow while Fluent overestimates the void fraction near the wall. 

NEPTUNE slightly underestimates the mean bubble diameter. If Yao’s interfacial area model 
is used in FLUENT, it causes overestimation of the bubble diameter in the duct centre, this problem 
could be solved by modifying the epsilon values used by Yao’s model. 

In the last case close to DNB, a sudden rise of a void fraction close to the wall was observed in 
the experiment. While the maximum value of the void fraction at the wall was captured well by the 
two codes, the shape of the void fraction peak near the wall was not reproduced in either of the codes. 
In the near-wall region, the calculated void fraction profiles are more mixed than the experimental 
profile. 
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It is interesting that to obtain the best results, different turbulent dispersion coefficients had to 
be used in the two codes. 
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